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The world that general autonomous intelligent agents (e.g.,
humans) operate in is complex, dynamic, partially observ-
able, and unknown. We must continually react to their envi-
ronment, focusing our computational resources on making
the best decision for the current situation using all our avail-
able knowledge. We need to learn everything we can from
our experience, building up our knowledge so that we are
prepared to make the best decisions in the future. To maxi-
mize our available knowledge, we have evolved to be effec-
tive and efficient learners.

We revisit the thesis we proposed originally in Laird and
Mohan (2018). Building upon the dual process theory (Kah-
neman 2011), our thesis posits that in human-like agents,
learning can be split into two levels and is inspired by re-
search across neuroscience, psychology, and cognitive ar-
chitecture (Laird, Lebiere, and Rosenbloom 2017). Level 1,
or L1 learning, encompasses architectural learning mecha-
nisms that are innate, automatic, online, and effortless, such
as the temporal difference update mechanism in reinforce-
ment learning. Level 2, or L2, encompasses deliberate learn-
ing strategies that are realized through knowledge and con-
trolled by an agent. These strategies are essentially tasks that
the agent adopts, and they compete with other tasks for men-
tal (and physical) resources, and they depend on L1 mech-
anisms to do the actual “learning.” In addition, they them-
selves can be learned. A simple example in humans is de-
ciding to explicitly rehearse a phone number to memorize it.
Deliberately repeating the number several times aloud (or to
one’s self) creates experiences that are consolidated by au-
tomatic L1 memory mechanisms, making the number avail-
able for later recall. L2 strategies may include additional
learning mechanisms and take advantage of the underlying
L1 mechanisms to extract regularities and record knowledge
structures from the generated experiences.

Our thesis is based on our experiences in building artifi-
cial agents that have complex learning behaviors. Interactive
task learning (Mohan and Laird 2014; Laird et al. 2017; Kirk
and Laird 2016; Mininger and Laird 2018) enables an agent
to learn from natural human teaching. Open-world learn-
ing (Mohan et al. 2023; Piotrowski et al. 2023) enables an
agent to learn in a continually evolving, unknown world.
In these agent architectures, we studied and developed L2
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learning strategies that generate experiences for L1 learning
mechanisms that are continually and incrementally learning.
Our talk will discuss the design decisions in developing L2
mechanisms, their reliance on L1 mechanisms, and their im-
pact on the agent’s learning behaviors.

A discussion on levels of learning is pertinent in the cur-
rent age of intelligent systems built upon deep learning and
generative processes. While these systems have shown pow-
erful, flexible behavior and in-context learning, they lack the
human capability of online learning and knowledge acquisi-
tion, both volitional automatic. This discussion will point
the way for robust, human-like adaptive intelligent systems.
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